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Abstract

In Wireless 802.11 networks, Multiple-path souroeting allows data source node to distribute thal traffic among the

possible available paths. However, in this casenjarg effects were not considered. Recent work hasgmted jamming
mitigation scheme, anti-jamming Reinforcement Systan 802.11 networks by assessing physical-laysetions such as rate
adaptation and power control. Rate adaptation algos significantly degrade network performance pAgpriate tuning of

carrier sensing threshold allows transmitter tadgeackets even on jam that enable receiver to mapiesired signal. Efficient
schedules need to be investigated for redundamgrirssion to perform well in presence of jammeithis paper, the proposal
in our work presents an Efficient Time and Transmis Schedule Scheme for wireless 802.11 netwarkprésence of
jamming that guarantee low waiting time and lowlestass of data. Schedules are optimal even jamsigmal has energy
limitations. Each packet is encoded by an erroreming code (Reed-Solomon). Reed solomon codevadichedule to

minimize waiting time of the clients and stalenefshe received data. Jammers have restrictioriergth of jamming pulses

and length of intervals between subsequent jamimitges.

Keywords: Transmission Schedule, 802.11 Network, Jammirgastieristics.

1. Introduction

Wireless 802.11 networks were designed under
assumption that all nodes are interested in tressom of
data, and follow the rules of the protocol regagdivhen to
send and when to permit other nodes to send. Jagnpaiimt-
to-point transmissions in wireless 802.11 netwak produce
negative effects on data transport through the oétwrhe
effects of jamming at the physical layer providese#fective
denial-of-service. The simplest methods to avoidrnang at
the physical link layer is to provide solutions Bwas spread-
spectrum or beaforming. It forces the jammers terk a
greater resource to reach at the desired goala8smectrum
techniques are methods by which a signal (e.g.lectrieal,
electromagnetic, or acoustic signal) generated pardicular
bandwidth is deliberately spread in the frequencyndlin,
resulting in a signal with a wider bandwidth. Thésehniques
are used for a variety of reasons, including thabdishment
of secure communications, increasing resistancaatural
interference noise and jamming, to prevent detectémd to
limit power flux density.

However, recent work has proposed that intelligammers
can create cross layer protocol information to jangnattacks
which in turn reduces the resource expendituretalgets
certain link layers and MAC representations and diek
layers error detection and error correction protc8o more
sophisticaed anti-jamming traffic methods have pemal in
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tHe%vision channels

the higher layer to name a few are channel surfi@gannel
surfing is the practice of quickly scanning throudjfferent
radio frequencies in order fitod
something interesting to watch or listen to. Modeigwers,
who may have cable or satellite services beamingndo
dozens if not hundreds of channels, are frequecdlyght
channel surfing. It is common for people to scaanciels
when commercial broadcasters switch from a show twe
running advertisements.

The majority of anti-jamming techniques considerimntya
diversity. It may employ multiple frequency bandsferent
MAC channels or multiple routing paths. To makeeefive
use of this routing diversity, each source nodetrhasable to
make an intelligent allocation of traffic acrose ttifferent
available paths while also considering the potérmffect of
jamming on the resulting data throughput. Anyhadhe

jamming at each network node depends on a number of

unknown parameters like the strategy used by tHeigual
jammers and the relative location of the jammensd the
relative location of the jammers with respect toctea
transmitter-receiver pair.

In this paper, we introduce an efficient Time and
Transmission schedules for wireless 802.11 netwdrks
presence of jamming that guarantee low waiting téme low
staleness of data. Proposed Time and Transmissiwedsle
scheme is optimal even jamming signal
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limitations. Each packet is encoded by an erroremting
code (Reed-Solomon). Reed solomon code allow stdddu
minimize waiting time of the clients and stalenedsthe
received data. Jammers have restrictions on lesfgdimming
pulses and length of intervals between subseq@ninjng
pulses.

The paper is structured as follows. In section #rhiture
review are discussed. Section 3 Efficient Time
Transmission Schedule for 802.11 Networks with Jamgm
Characteristics. In section 4 Performance Evaluatbn
Efficient Time and Transmission Schedule Schemeti@e5
Results and Discussion on Efficient Time and Trasesion
Schedule Scheme Section 6 deals with the conclsision

2. Literaturereview

The Widespread proliferation of IEEE 802.11 wirsles

networks makes them an attractive target for saisteith
jamming devices [1]. They provide network accessHoth
mesh and conventional clients. The focus of desgyneliable
UWA networks that is capable of transferring datanf a
variety of sensors to on-shore facilities [2]. Majo
impediments to the design of such networks weresidened,
which are: 1) severe power limitations imposed laytdry
power; 2) severe bandwidth limitations; and 3) cl&n
characteristics including long propagation timesiltimpath,
and signal fading.

In [3], investigated the problem of denial of serviagainst
data packets (e.g., IP packets) transmitted overAMN/L
protocols (i.e., IEEE802.11 and Bluetooth). It &s¥ to jam
such communications at an energy cost [4] thatishiower

than the transmitter’s cost. Such attacks cannbt prevent

communication within large areas [5] for long pedof time

but can also lead to other more elaborate and twaietl

attacks such as partitioning of a multihop ad hetwork or

forcing packets to be routed over chosen paths [6].

A different defense strategy [7] involves sensoysg to out-
compete the jammer by employing error correctindgesoand
increasing the node transmission power. Both ewasiod
competition strategies [8] are at an early stagewdstigation
by the community [9], and as these techniques reatur
important area for study was understood and cldssifthe
scenarios where one defense strategy is advantsgmaer
another.

In [10], jamming-aware source routing traffic akdion
methods in wireless mesh network. It maps lossyvokt
flow optimization algorithm [11] to the asset alion
algorithm with the help of portfolio selection thigo Using
the distributed algorithm multi-source multi-pattptional
traffic allocation was computed for the intendedrse nodes.
Distributed algorithm was precisely based on

decomposition in network utility maximization. Tlegisting
work also allows individual network nodes to logall
characterize the jamming impact for the aggregatsoarce

an

nodes [12]. As there is an uncertainty in achiesaipffic
rates portfolio selection theory allows data sosirmebalance

the expected data throughput with the availablaeezal

Traffic Impact of

allocation

802.11
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jamming

Efficient Time and

Transmission
Schediiling

Minimize waiting Minimize staleness

time of the clients of received data

l
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Figure 1 Architecture diagram of Efficient Time and
Transmission Scheduling Scheme

3. Efficient Time and Transmission Schedule for 802.11
Networkswith Jamming Char acteristics

The proposal work presents Efficient Time and Tnaigsion
Schedule for 802.11 Networks with Jamming Charésties.
The characteristics of jamming traffic are measurétle
impact of resource utilization on jamming traffis also
identified. For all the resources, transmissionesctte is
assigned. The data source node for optimal mutti-paffic
allocation is identified and localized. The usessheduled
resource utilization improves the data deliveryeraff the
source nodes. Simulations are carried out for timeT and
transmission schedule for 802.11 networks whicim@sle on
multiple traffic rate variances . Jamming charasties for
the resource utilization at the local source node also
evaluated.

The traffic is distributed among the available gath the
network. It also involves empirical jamming stdtist In
result the impact of jamming is felt in the distrlon of
traffic network. 802.11 Networks are applicabledifferent
scenarios. The job of source node is to make tbeadlon in
an intelligent manner. It is also made availabl®sg different

thegaths. The distribution of traffic provides with Hiple source

nodes for jamming and with multiple routing path&he
impact of jamming is characterized in the distribat of
traffic. Proposed Time and Transmission scheduterse (as
shown in fig 1) is optimal even jamming signal leawergy
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limitations. Each packet is encoded by an erroremting

code (Reed-Solomon). Reed solomon code allow stdddu

A schedule{t,,t,...} can also be defined by its transmission

minimize waiting time of the clients and stalenadsthe seduencglTS;,TS,...}, where TS, represents the starting

received data. Quadratic term is expressed in gimout due
to the uncertainty involved in estimate. While falating the
multi-path traffic allocation risk-aversion paramietis the
main factor considered.

3.1 Jamming characteristic
The jamming model must be accurate enough to caphe

characteristics of practical jammers, and, at #raestime, be
simple enough for the optimization of network piuts. It

has been recognized that the power supply is thet MRsien to the wireless channel

important limitation for the majority of practicmmers. A
typical jammer is powered by a battery, which cam
recharged from an external source, such as a selaarray.
The source node determines its own traffic all@catvith the
help of minimal message passing between sources.gohl
of the jammer is to disrupt the normal operation tbé
broadcast system, which results in high waitingetimnd
excessive power consumption of the clients. To &mat, the
jammer sends active signals over the channel titatfére
with the signal sent by the server A set of sosiregth
estimated parameters compensate on the presejemmfng
on network traffic flow in distributed formulatiorfor
jamming-aware traffic allocation.

3.2 Efficient Time and Transmission Schedule

Multiple resources are allocated for difference Mél@nnels,
multiple routing paths and multiple frequency banBssk-
aversion is achieved for multiple resources. Resssurare
allocated to less risky paths than highly riskyhgatTrade-off
is maintained between expected throughput and agtm
variance. It also varies with time or for varioypds of data.
The data is delivered in the form of packets, epabket
captures the current state of the information sauid/e
assume that each packet includes exaé&tlyinformation
symbols. We also assume that transmissio?osymbols of
over the channel requires one unit of time.

We enumerate the packets, according to the time¢heif

time of the transmission of messdge i.e.,

m-1
TS, =0 andTS :Ztn for m>1. (1)

n=1

In the first schedule, each encoded message centdh
symbols. Thus, the schedule transmits each message
transmitted over an interval df time units and generates a
new packet at time®,t,2t.... . A wireless client begins to
upon a request few n
information. In order to satisfy the request, thiert must
receive at leastP symbols from the currently transmitted
message. If the client fails to receifé symbols from the
current message, it continues to listen to the wohlaruntil it
receives at least® symbols from one of the subsequent
messages.

They are two key performance characteristics ofsttteedule:
the expected waiting time and the maximum stalepédke
received data.

Waiting time (S)): Let S is a broadcast schedulg@®se that
the client’s request was placed at timé.et K be the number
of the message currently transmitted over the oslartuet t
be the first time the client receives at leéstsymbols from a
messagl ,K =K. Then, the waiting time of the client is
defined as

WaitingTime(S) =t -t )

Following [12] we assume that the clients’ reqseare

distributed uniformly over time. Accordingly, thexpected
Waiting Time of the clients is defined as follows:

ExpectedWaiting Time (S) = lim 1 I WaitingTim e(S)dw (3)
W 00 W °

transmission. Each packet is encoded into a mesi@je The waiting time is an extremely important paramedta
contains at leastP symbols by using an error-correctingnany time-sensitive applications. In addition, st ¢losely
code, such as a Reed-Solomon [16]. The encodingress related to the amount of power spent by the cliemibtain the
that any P symbols of the message are sufficient in order taformation. The staleness of the data is defiredé the

reconstruct the original message.

A schedule is a sequer{dgt, ....I } =1, such thatt  is
the amount of time required to transmit mesgdgeNote that
the length of messag@ is equal tot P .

amount of time that passes from the moment thermdton
is generated until it is delivered to the clienheTstaleness
captures the quality of delivered information, hess in
dynamic settings the information becomes less aggb |
relevant with time.

Staleness(S): Suppose that the client’s requestpleaced at
time t. Let k be the number of the message cugentl

transmitted over the channel. Further, ket> k be the first
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message for which the client receives at least pbsys.
Then, the staleness of the data is defined to be

Saleness (S) =t . -t (4)

Suppose that a client arrives at time ts. The nuntfe
symbols received by the client from the currentgnsmitted
message is equal to

k, = ([tt—S]t ~t9)P ©)

If k, = P, then the client will be able to decode this mgssa

hence its waiting time is zero. Otherwise, thertlieeeds to
wait for the next message, hence its waiting tisati It is
easy to verify that if the clients are distributaaformly over
time, the expected waiting time is

P

1

6
ok (6)

While redundant transmission improves the expeutaiting
time of a schedule, it comes at a price in termhefstaleness

of the received data. Indeed, K, = P, then the packet
received by the client at tints, was generated in time

“—SJt , hence the staleness of the data is
ts
ts - Ht
t

On the other hand, K, < P, then the client will get a new
packet, hence the staleness is zero.

(7)

The example demonstrates that there exists a certale-off
between waiting time and staleness in data broadgatems.
While finding a schedule that has minimum waitinme
subject to a staleness constraint in a not-jamnhedireel is a
relatively easy task, this task is much more cocapdid in the
presence of a jammer

3.3. Algorithm for Time and Transmission Schedule

Pseudo code of the Time and Transmission Scheduling
algorithm is shown in below.

Input:  Packets includes exactyinformation symbols
Output: Transmission schedule S

t € Time slot when the 1st packet arrives

while (unscheduled transmission) do
T< set of transmissions that are ready at slot t
Channel &< Ofor each T

i. T, € Calculate Waiting Time from equation

(2)

Tew € Calculate Expected Waiting Time
from equation (6)

ii. Ds < Calculate Staleness data from
equation (7)

while ( (Tew,Ds) = = low ) do

Tr €& Transmission with low Waiting Time and
Staleness data

Tr € Transmission with shortest deadline in Tr
if (Tr misses deadline)
then return unschedulable
(ch) € Tr
ch&ch+1
end
t<et+1
end

As shown in the pseudo code, Input is taken as d¥ack
includes exactlyP information symbols and Outputs the
Transmission schedule S. For any transmissiontitie time
slot t is assigned. The set of unscheduled trarssomsT is
taken with the time slot t. Initially, Channel daftsch is
assigned to zero. For each Transmission T, Whifime,
Expected Waiting Time and Staleness of data isutatied by
using the equation (2), (6) and (7) respectivelyeXpected
Waiting Time and Staleness of data is low then evidbp is
executed. For any transmission T, while scheduihgome
slot t, if the algorithm determines that Tdeadline of Tr) is
already less than t, then the algorithm terminatest has
failed to find a feasible solution. Otherwise, 18 assigned
slot t and channel offset ch, the schedule is desbras
S[ch] = Trwhich is an final output.

4. Performance Evaluation on Efficient Time and
Transmission Schedule Scheme

In this section, we simulate various aspects of gheposed
Time and Transmission scheduling algorithm, we @&l the
results of simulation using NS-2. For this purposes
compared our algorithm with the ARES. The proposéRA
using IRDM is evaluated in an efficient manner gsiNS2
simulator. Initially the experiment is evaluatedmi00 nodes
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in a flat area of 100 * 100 m2. The nodes’ incominge (sec)
is noted as t1, t2....tn. The routing discovery medm is
taken for routing information to identify the roupath from
source to destination. The simulation results stimw it takes
850 secs to transmit the packet from source tardesin by
choosing the path efficiently. The compared aspeete

i. Achievable Throughput:
ii. Traffic allocation

iii. Execution time

Achievable Throughput: Average rate of successfassage
delivery over a communication channel. This datay rha
delivered over a physical or logical link, or paksough a
certain network node

Traffic allocation: Transmission schedule is meaduras
percentage of cases the algorithm is able to fiféasible
schedule among the total number of cases considdites
maximum number of traffic allocated at a field deviat any
point of time during the schedule.

Execution time: This is the total time required deeate a
schedule for all packets generated within T (leashmon
multiple of periods) time slots.

5. Reaultsand Discussion on Efficient Time and
Transmission Schedule Scheme

Simulation works are carried out with NS2 with aotaible
throughput using traffic allocation problem based the

Network throughput is the average rate of succéssfissage
delivery over a communication channel. This datay rha
delivered over a physical or logical link, or paksough a
certain network node. The throughput is usually snead in
bits per second (bit/s or bps), and sometimes ta dackets
per second or data packets per time slot. The digushows
the output of the simulation by varying the numbémnodes
with in Wireless 802.11 networks. As the numbernofles
increases, throughput increases. By comparingtit xisting
Jamming-aware source routing traffic allocation elpaur
Priority based resource utilization scheme is ¢ffec

Efficient Traffic
allocation (%)
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Figure 3 Efficient traffic allocations

Figure 3 depicts the resultant graph of efficienaffic
allocation on Proposed Time and Transmission Sdheahd
Existing ARES. For each simulation nodes can bengbd
from 100,200.... 700. Traffic allocation ratio is nseeed for
each simulation. If number of nodes will be incexisT raffic

resulting data throughput. ~ The available paths agocation ratio gets automatically decreased ith lRroposed

characterized based on throughput. The trafficsrateurred
are non-negative and also define convex space. tDube
jamming characteristics traffic rate is reducedhi@ receiving
node which again imposes stochastic constraint. ddlay
time is bound in traffic distribution algorithm. &htraffic
variance is computed during regular intervals. Ewqrdial

Time and Transmission Schedule and Existing ARE®. F
example, In Proposed Time and Transmission Schedule
scheme, nodes from 100 to 400, Traffic allocatiatioris 93

to 96 % and nodes from 500 to 700 traffic alloaatiatio gets
decreased to 84%. The above performance graph stimwvs
Proposed Time and Transmission Schedule scheme

Weighted Moving Average (EWMA) method is applie(zi Qutperforms well compared with ARES.

update traffic variance. Bandwidth utilization iswl boun
without loss of bandwidth. The performance metnesasured
are Achievable Throughput, Traffic allocation angeE&ution

time.
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Figure 4 Execution Time

The execution time of the Proposed Time and Trassion
Schedule scheme and Existing ARES increases shaiifity
the increase of workload increases. Resourcedsattd from
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10 MB to 70 MB. Figure 4 shows that the executiometof [6] W. Xu, K. Ma, W. Trappe, and Y. Zhang, “Jammingsemetworks:

Proposed Time and Transmission Schedule scheme is Atfack and defense strategies,” IEEE Network, 20, no. 3, pp. 41~
47, May/Jun. 2006.

relatively low compared with ARES. [7] D. P. Palomar and M. Chiang, “A tutorial on decosipon methods
] ] ) for network utility maximization,” IEEE Journal dBelected Areas in
The simulation results show that our proposed Tiamel Communications, vol. 24, no. 8, pp. 1439-1451, A0§6.

Transmission Scheduling scheme performs well imgseof [8] R.Leung, J.Liu, E. Poon, A-L. C. Chan, and B."MP-DSR: A QoS

- - . . aware multi-path dynamic source routing protocolviireless ad-hoc
Achievable ThrothpUt’ Traffic allocation and Exten networks,” in Proc. 26th Annual IEEE Conferencelagal Computer

time. Networks (LCN'01), Tampa, FL, USA, Nov. 2001, p32+141.
[9] H. Markowitz, “Portfolio selection,” The Journal Bfinance, vol. 7, no.

. 1, pp. 77-92, Mar. 1952.
6. Conclusion [10] S. Boyd and L. Vandenberghe, Convex OptimizaticamBridge,2004.

. ; ;L ; [11] D. J. Thuente and M. Acharya, “Intelligent jammimg wireless
In this paper, we have implemented an Efficient &iand networks with applications to 802.11b and othemoeks,” in Proc.

Transmission schedule scheme for wireless 802.tonks 25" |EEE Communications Society Military Communicason
in presence of jamming. Proposed Time and Trangoniss Conference (MILCOM'06), Washington, DC, Oct. 2006, 1-7.
schedule scheme guarantee low waiting time and Id##] D.B. Johnson, D. A. Maltz, and J. Broch, DSR: Thymamic Source
staleness of data. Schedules were optimal even ijgnm \Ffv?stl'gg Zpégtfcé’% g’rp'g“'ltghg‘f’l;’g”e'ess Ad Hoc Netrks. Addison-
signal has energy limitations. Reed-Solomon eroorecting [13] hup/www.isi.edunsnamins

code has been used to encode an each packet while

transmission that allow schedule to minimize waittrme of

the clients and staleness of the received datam&asnhave
restrictions on length of jamming pulses and length
intervals between subsequent jamming pulses. Expeital
simulations were conducted to evaluate our Time and
Transmission schedule algorithm. Simulation ressh®w
that our proposed Time and Transmission Schedglihgme
performs well.
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